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Abstract
The objective of the present article is to study about the prediction bound lengths of a considered repairable model under Bayesian approach. The prediction length of bounds and HPD intervals has been obtained under the assumption that the repair failure rate increases monotonically as time parameter increases in the underlying model for censored data.
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1. Introduction
The prediction of the future ordered observations shows, how long a sample of units might run until all fail in life testing. In many applications, technical systems or sub - systems have \( k-out-n \) structure, which has investigated extensively in literature. For such a system, the system consisting of \( n \) components or subsystems, of which only \( k(\leq n > 0) \) need to be functioning. The \( k-out-n \) model is commonly used model in reliability theory. In this model, the failure of any component of the system does not influence the components still at work. It finds wide applications in both industrial and military systems. These systems include the multidisplay system in cockpits, multiengine system in an airplane, and the multipurpose system in a hydraulic control system.

The system \( (n-1)-out-n : G \) is consists with \( n \) components and works if and only if \( (n-1) \) components among the \( n \), work simultaneously. The system and each of its components can in only one of two states: working or failed. When a component fails, it kept under the repair and the other components stay in the working state with adjusted rates of failure. After repair, a component works as new and its actual lifetime is same as initially. If failed component is repair before another component fails, the \( (n-1) \) components recover their initial lifetime. The lifetime and time of repair are independent.

We consider here \( 1-out-n : G \), system which consists of \( n \) components of same kind, with independent and identically distributed life - length. The system is observed under an inspection policy, where inspection is made at the completion of a repair if it starts at beginning of a repair. This leads us to a situation where separate observations
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on the unit’s performance and on repair facility are not feasible. Thus, available records are the number of failures that occurred in the time interval between two repair epochs i.e., the time instant at which a repair completes. Recently, Prakash (2011) have studied some Bayes estimators for $1 - \text{out} - \alpha_f - n : G$, Repairable System.

The objective of the present article is to predict the nature of future behavior of an observation when sufficient information about past and the present behavior of an event or an observation is known or given. We present here a Bayesian statistical analysis to predict the future ordered statistic from the considered repairable model under item failure censored (ordered) data. A good deal of literatures is available on predictive inference of the future failure distribution. Howlader (1985) derived HPD intervals for $k^{th}$ order statistic in the Rayleigh model. Raqab (1997) discussed the prediction problems for the Rayleigh and Normal models. Howlader & Hossain (1995) have considered the Bayesian estimation and prediction of Rayleigh parameter based on Type - II censored data. Sinha (1990), Cramer & Kamps (1998), Raqab & Madi (2002), Sarhan & Tadj (2003), Ali - Mousa & Al - Sagheer (2005), Ahmad et al (2007), Gherda & Boushaba (2011) and Prakash & Singh (2013) are a little few of those who have been extensively studied predictive inference for the future observations.

In present article, we predict the length of bounds for the future ordered statistic under one - sided interval and interval with central coverage for both One - Sample and Two - Samples Bayes prediction scenario. The highest posterior density intervals are also obtained, and a simulation study has been done for illustration of proposed methods. Application on real data of the proposed methods have also discussed.

2. Description of the model under study

The considered repairable system is based on following assumptions:

The system consists with $n$ units and having a repair facility. Initially one unit starts operating and remaining ($n - 1$) units are kept as inactive standbys. As soon as a unit fails, it goes for repair and a standby unit is put on the operation. The repair policy is based on First Come First Serves (FCFS), it is always open, and the repairs are perfect with negligible switch over time.

The failure time distribution of online units and the repair time distribution of units under repair are assume general, independent of each other and both are increasing failure rate (IFR) distributions. The number of non - operative units defines the state of the system, in the system at the time $t (> 0)$.

The system is observed under an inspection policy where inspection is made at the completion of a repair, if it starts at the beginning of a repair. This leads us to a situation where separate observations on the unit’s performance and on repair facility are not feasible. Thus, available records are the number of failures that occurred in the time interval between two repair epochs i.e., the time instant at which a repair completes.

Let, $X(t) = i; i = 0, 1, ..., n$ be the number of non-operative units at time $t$. The system is putting on a test and is observed continuously until $n$ repairs are over. Let the system be in state $i (= 1, 2, ..., n - 1)$ initially whenever a first repair starts and the states of the process are recorded at the completion of each repair. The failure rate $\rho_{ik}(t)$ of the system at the state $k$ if it was in the state $i$ is given as

$$\rho_{ik}(t) = \frac{n_{ik}}{u + 1} t^v; \ u + 1 > n_{ik}, \ v > 0. \ (1)$$

Here, $n_{ik}$ be sample size obtained from the system when system passes through the state
to state \( k \), and \( u \) be the number of units failed when the system transits from the state \( i \) to the state \( k \). Here, the failure rate decreases with \( u \) increases. Re - parameterization of failure rate is given as

\[
\rho(t) = \theta t^v; \quad \theta = \frac{n_{ik}}{u + 1}.
\]  

(2)

In life testing, the observations usually occurred in ordered manner such a way that weakest items fail first and then second one and so on. Let us suppose that \( n(\geq 3) \) items are put to test under the model without replacement and test terminates as soon as first \( r^{th} (\leq n) \) item fails.

Let \( x(1), x(2), ..., x(r) (= \bar{x}) \) be the first \( r \) observed ordered item from the model having the likelihood function

\[
L(x|\theta) \propto \left( \prod_{j=1}^{r} f(x(j); \theta) \right) \left( \frac{f(x(r); \theta)}{\rho(x(r))} \right)^{n-r}.
\]

\[
\Rightarrow L(x|\theta) \propto \theta^r A_r(\bar{x}) e^{-\theta T_r(\bar{x})}; \quad (3)
\]

where \( A_r(\bar{x}) = \prod_{j=1}^{r} x_j^v \) and \( T_r(\bar{x}) = \frac{1}{v+1} \left( \sum_{j=1}^{r} x_j^{v+1} + (n-r)x^{v+1}_r \right) \) is a sufficient statistic for parameter \( \theta \).

From a Bayesian viewpoint, there is clearly no way in which one can say that one prior is better than other. We select to restrict attention to a given flexible family of priors, and choose one from that family, which seems to match best with our personal beliefs. One of best choice for selecting the prior distribution is conjugate prior. We consider here Gamma distribution as the conjugate prior for the parameter \( \theta \) with probability density function

\[
\pi(\theta) \propto \theta^{\alpha-1} \exp(-\beta \theta); \quad \alpha > 0, \beta > 0, \theta > 0.
\]  

(4)

3. Bayes prediction bound lengths under One - Sample plan

Let \( x(1), x(2), ..., x(r) \) be the first \( r \) components of the observed ordered items from a sample of size \( n \). If \( Y = (y(1), y(2), ..., y(m)) \) be the second independent ordered random sample of the future observations from the same model. Then Bayes predicative density of future observation \( Y \) is denoted by \( h(y|x) \) and obtained by simplifying

\[
h(y|x) \propto \int f(y; \theta) \pi^*(\theta|x) d\theta;
\]

(5)

where \( \pi^*(\theta|x) \) be the posterior density of the parameter \( \theta \) obtained under prior given in equation (4).

Solving (5), we have

\[
h(y|x) \propto (T_r^*(\bar{x}))^{r+\alpha} y^{v} \left( T_r^*(\bar{x}) + \frac{y^{v+1}}{v+1} \right)^{-(r+\alpha+1)}; \quad T_r^*(\bar{x}) = T_r(\bar{x}) + \beta
\]  

(6)

The Bayes predictive density function \( h(y|x) \) expresses the plausibility of \( Y \) given data and prior information regarding the parameter.
The Bayes predictive bounds with coverage \((1 - \tau)\) is defined for future observation \(Y\) as

\[
Pr(l_1 \leq Y \leq l_2) = 1 - \tau.
\]

(7)

Here \(l_1\) and \(l_2\) are the lower and upper Bayes prediction bounds for random variable \(Y\), and \((1 - \tau)\) is called the confidence prediction coefficient.

The One-sided \(100(1 - \tau)\%\) Bayes prediction bounds are obtained by solving following equality

\[
Pr(Y \leq l_1) = \frac{\tau}{2} = Pr(Y \geq l_2).
\]

(8)

Solving (8), the lower and upper prediction bounds for \(Y\) are obtain as

\[
l_1 = \{(v + 1) (T^*_r (\underline{x})) \tau^*)^\eta
\]

and

\[
l_2 = ((v + 1) (T^*_r (\underline{x})) \tau^{**})^\eta;
\]

where \(\tau^* = (\tau_1)^{-\lambda} - 1\), \(\tau^{**} = (\tau_2)^{-\lambda} - 1\), \(\eta = (v + 1)^{-1}\), \(\lambda = (r + \alpha)^{-1}\), \(\tau_1 = \left(1 - \frac{\tau}{2}\right)\), and \(\tau_2 = \left(\frac{\tau}{2}\right)\).

Hence, the Bayes prediction length of bounds is

\[
I = l_2 - l_1.
\]

(9)

Now, the central coverage \(100 \tau\%\) Bayes prediction bounds for future observation \(Y\) are obtained similarly by solving following equality

\[
Pr(Y \leq l_{1C}) = \frac{1 - \tau}{2} = Pr(Y \geq l_{2C}).
\]

(10)

Solving (10), the lower and upper Bayes prediction bounds and length of Bayes prediction bounds for future random observation \(Y\) are given as

\[
l_{1C} = ((v + 1) (T^*_r (\underline{x})) \omega^*)^\eta,
\]

\[
l_{2C} = ((v + 1) (T^*_r (\underline{x})) \omega^{**})^\eta
\]

and

\[
I_C = l_{2C} - l_{1C};
\]

(11)

where \(\omega^* = \left((\frac{1 + \tau}{2})^{-\lambda} - 1\right)\) and \(\omega^{**} = \left((\frac{1 + \tau}{2})^{-\lambda} - 1\right)\).

4. Bayes prediction bound lengths under Two-sample plan

We have first \(r\) observed ordered failure items \(x_{(1)}, x_{(2)}, \ldots, x_{(r)}\) from the considered model. If \(y_{(1)}, y_{(2)}, \ldots, y_{(m)}\) is the second (unobserved) censored data of size \(m\) drawn independently from same model, then the first sample is referred to as the informative sample, while the
second one is referred to as the future sample. Based on an informative sample, our aim is to predict the \( j \)th order statistic from future sample.

Based on the Bayes predictive density (6) of the future observation \( Y \), the cumulative density function is defined and obtained as

\[
G(y|x) = Pr(Y \leq y) = \int_0^y h(y|x) \, dy
\]

\[
\Rightarrow G(y|x) = 1 - \left( 1 + \frac{y^{v+1}}{(v+1)T_r^*(x)} \right)^{-\lambda^{-1}}. \tag{12}
\]

Now, if \( Y_j \) denote the \( j \)th order statistic in future sample of size \( m \) (1 \( \leq j \leq m \)) then from \( m \) future observations, the probability density function of the \( j \)th ordered future observation is obtain from

\[
\phi(Y_j) = j \binom{m}{j} (G(y|x))^{j-1} (1 - G(y|x))^{m-j} h(y|x). \tag{13}
\]

The prediction limits for \( Y_j \), the \( j \)th smallest item of a set of \( m \) future ordered observations follows the probability density function (13). The lower and upper Bayes prediction one-sided 100(1 \( - \tau \))% bounds for \( j \)th item is obtained from following equality

\[
Pr(Y \leq l_{1j}) = \frac{\tau}{2} = Pr(Y \geq l_{2j}). \tag{14}
\]

The lower and upper Bayes prediction one-sided 100(1 \( - \tau \))% bounds for \( j \)th item are the solution of the following equalities obtained from (14)

\[
\begin{align*}
\int_{l_1}^l z^{j-1} (1 - z)^{m-j} \, dz &= \frac{\tau}{2} \tag{15} \\
\int_{l_2}^l z^{j-1} (1 - z)^{m-j} \, dz &= 1 - \frac{\tau}{2} \tag{16}
\end{align*}
\]

where \( l_i = 1 - \left( 1 + \frac{\xi_i^{i+1}}{(v+1)T_r^*(x)} \right)^{-\lambda^{-1}} \) and \( i = 1, 2 \).

For first future observation (e.g., \( j = 1 \)) the Bayes prediction lower and upper bounds are obtained as

\[
l_{11} = \{(v+1)T_r^*(x)\xi^{*}\}^{\eta}
\]

and

\[
l_{21} = \{(v+1)T_r^*(x)\xi^{**}\}^{\eta},
\]

where \( \xi^{*} = (\tau^{*} + 1)^{1/m} - 1 \) and \( \xi^{**} = (\tau^{**} + 1)^{1/m} - 1 \).

Therefore, the Bayes prediction length of bounds for smallest future observation is

\[
I = l_{21} - l_{11}. \tag{17}
\]
Similarly, the Bayes prediction bounds for last future observation (e.g., \( j = m \)) are obtained as

\[
l_{1m} = \left\{ (v + 1)T_r(\mu)\xi^+ \right\}^\eta
\]

and

\[
l_{2m} = \left\{ (v + 1)T_r^*(\mu)\xi^{++} \right\}^\eta,
\]

where \( \xi^+ = \left( 1 - \tau_2^{1/m} \right)^{-\lambda} - 1 \) and \( \xi^{++} = \left( 1 - \tau_1^{1/m} \right)^{-\lambda} - 1 \).

The Bayes prediction length of bounds for largest future observation is

\[
I = l_{2m} - l_{1m}.
\]

On similar lines the central coverage Bayes prediction bounds under the two - sample plan are given for smallest future observations as

\[
l_{11C} = \left\{ (v + 1)T_r^*(\mu)\omega^+ \right\}^\eta
\]

and

\[
l_{21C} = \left\{ (v + 1)T_r^*(\mu)\omega^{++} \right\}^\eta,
\]

where \( \omega^+ = (\omega^* + 1)^{1/m} - 1 \) and \( \omega^{++} = (\omega^{**} + 1)^{1/m} - 1 \).

The central coverage Bayes prediction bounds for largest future observations are obtained on similar line as

\[
l_{1mC} = \left\{ (v + 1)T_r^*(\mu)\omega' \right\}^\eta
\]

and

\[
l_{2mC} = \left\{ (v + 1)T_r^*(\mu)\omega'' \right\}^\eta;
\]

where \( \omega' = \left( 1 - \left( \frac{1}{1 + \tau_2} \right)^{1/m} \right)^{-\lambda} - 1 \) and \( \omega'' = \left( 1 - \left( \frac{1}{1 + \tau_1} \right)^{1/m} \right)^{-\lambda} - 1 \).

The central coverage prediction length corresponding to first and last future observation under two - sample plan are given respectively as

\[
I_C = l_{21C} - l_{11C}
\]

and

\[
I_C = l_{2mC} - l_{1mC}
\]

5. Highest posterior density intervals

In this section, our objective is to study about the highest posterior density (HPD) interval for unknown parameter \( \theta \) under considered repairable model. Since, the posterior density \( \pi^* (\theta | \mu) \) corresponding to the parameter \( \theta \) is unimodel.
Thus, $100(1 - \tau)\%$ HPD interval $[H_1, H_2]$ for parameter $\theta$ must satisfy the following equations simultaneously.

$$\int_{H_1}^{H_2} \pi^* (\theta | x) d\theta = 1 - \tau$$

(21)

and

$$\pi^* (H_1 | x) = \pi^* (H_2 | x).$$

(22)

Now, expressions (21) & (22) are rewritten as

$$\int_{H_1(T_r^*(X))}^{H_2(T_r^*(X))} \frac{1}{\Gamma(\alpha + r)} e^{-z} z^{\alpha+r-1} dz = 1 - \tau$$

$$\Rightarrow \frac{1}{\Gamma(\alpha + r)} [\gamma \{(\alpha + r), (H_2T_r^*(X))\} - \gamma \{(\alpha + r), (H_1T_r^*(X))\}] = 1 - \tau$$

(23)

and

$$\left(\frac{H_2}{H_1}\right)^{\alpha+r-1} = e^{-(H_2 - H_1)T_r^*(X)}.$$

(24)

Solve simultaneously the equations (23) & (24) to obtain the highest posterior density limits $H_1$ and $H_2$.

6. Numerical analysis based on Simulated data

We illustrate the procedure by presenting a complete analysis under a simulated data set. The random samples are generated as follows:

**Case 1: One - Sample Plan**

1. Generate $\theta$ through prior density $\pi(\theta)$ for a selected set of prior parametric values $(\alpha, \beta) = (0.25, 0.50), (1.00, 1.00), (2.00, 1.40)$ and $(4.00, 2.00)$. The values of $(\alpha, \beta)$ are chosen here so as to keep the prior variance unity.

2. Using $\theta$ obtained from step (1) with $v = 1$; a set of 10,000 random samples of size $n = 15$ has been drawn from the model.

3. For the selected values of censored sample size $r = 04, 06, 08, 12, 15$, and level of significance $\tau = 99\%, 95\%, 90\%$; the Bayes prediction lengths of bounds are obtain for both cases and presented them in Table (1).

4. It is observed from the table that, the lengths of Bayes prediction bounds under One - Sample plan for both cases tend to be wider as the censored sample size $r$ increases when other parametric values are fixed.

5. The length of bounds expended also, when combination of prior parameter $(\alpha, \beta)$ increases.

6. It is also seen that the length of bounds tends to be closer when the level of significance $\tau$ decreases for both cases when other parametric values are fixed.

7. It is observed also that the central coverage Bayes prediction length of bounds tends to be closer as compare to one-sided Bayes prediction length of bounds. This shows that the lengths of bounds under the central coverage criterion are robust.

**Case 2: Two - Sample Plan**
The random samples are generated under Two - Sample plan as follows:

1. A set of 10,000 random samples of size \( n = 15 \) has been drawn from the model for the similar set of parametric values as consider earlier in section 4.
2. The Bayes prediction lengths of bounds are obtain for smallest and largest future observation for both cases and presented in Tables (2 - 3).
3. The properties of the Bayes prediction length of bounds under Two - Sample plan for one - sided and central coverage prediction lengths have been seen similar to the One - Sample plan respectively.
4. It is also noted that the length of intervals tend to widen as compare to the smallest and largest observations. This is a natural, since the prediction of the future order statistic that is far away from the last observed value and has less accuracy than that of other future order statistics.
5. It is also observed that the central coverage Bayes prediction length of interval tends to be closer as compare to one - sided prediction length of interval. This shows that the lengths of intervals under the central coverage criterion are robust.

**Case 3: HPD Intervals**

1. The HPD limits are obtain for a set of 10,000 random samples of size \( n = 15 \) which has been drawn from the considered model for the similar set of parametric values as consider earlier and presented in Table (4).
2. It is observed from the table that the HPD limit becomes narrower as the prior parameter \((\alpha, \beta)\) increases.
3. Similar trend also has been seen when censored sample size \( r \) increases when other parametric values are considered to be fixed.
4. Further, the HPD length of interval becomes wider as the coverage probability \( \tau \) increases.
5. It is also observed that the interval is least.

**Remark.** In case when the censored sample size \( r (= 15) \) the censoring criterion is reduces to complete sample size criterion and hence all the result are valid for complete sample case.

### 7. Real Life Example

A model is a useful representation that captures the essence of a real system and behaves sufficiently like it in such a way that conclusions can be drawn from the model’s behavior to aid in making prudent decisions about the real system. Situations in which the \( k - out - of - n : G(F) \) system serves as a useful model are

1. A piece of stranded wire with \( n \) strands in which at least \( k \) strands are necessary to pass the required current behaves as a \( k - out - of - n : G \) system. The same concept generalizes to applications involving supply - type components with identical fixed ratings for their capacity, flow, throughput and strength, such that system success is achieved when a minimum supply is met, or when a certain threshold is exceeded.
2. A three - engine airplane which can stay in the air if and only if at least two of its three engines are functioning is a \( 2 - out - of - 3 : G \).
3. A space vehicle requiring three out of its four main engines to operate in order to achieve orbit is a \( 3 - out - of - 4 : G \) system.

The above two example are the system that tolerates the failure of one (and only one) component, since such a failure reduces the system to a series system, which is still a working system.
(4) Reactor protection systems, sensor systems, alarm generation systems and other decision mechanisms usually employ a $k-out-of-n:G$ system.

(5) A bridge with $n$ main supports that can survive an earthquake if and only if at least $k$ supports remain intact is approximately modeled as a $k-out-of-n:G$ system. Here, the modeling is qualitative rather than quantitative, since a bridge is usually not structurally symmetric with respect to its supports, while a $k-out-of-n$ system is structurally symmetric with respect to its components.

A practical application of this model is presented in this paper by using example considered by Tiana et al. (2008). The numerical finding are presented in the Table (5).

The finding are presented here for sample size $n(= 6)$ and considered prior parameters $(\alpha, \beta) = (1.00, 1.00)$. Other parametric values are chosen similar as discussed above as required. All the properties discussed above under both sample plans for one-sided and central coverage are seen to be similar.

Table 1. Bayes Prediction Length of Intervals under One-Sample Technique

<table>
<thead>
<tr>
<th>$n = 15$</th>
<th>One - Sided</th>
<th>Central Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>$(\alpha, \beta)$</td>
<td>99%</td>
</tr>
<tr>
<td>04</td>
<td>0.25,0.50</td>
<td>0.5924</td>
</tr>
<tr>
<td></td>
<td>1.00,1.00</td>
<td>0.8818</td>
</tr>
<tr>
<td></td>
<td>2.00,1.40</td>
<td>1.0927</td>
</tr>
<tr>
<td></td>
<td>4.00,2.00</td>
<td>1.4268</td>
</tr>
<tr>
<td>06</td>
<td>0.25,0.50</td>
<td>0.6229</td>
</tr>
<tr>
<td></td>
<td>1.00,1.00</td>
<td>0.8998</td>
</tr>
<tr>
<td></td>
<td>2.00,1.40</td>
<td>1.1101</td>
</tr>
<tr>
<td></td>
<td>4.00,2.00</td>
<td>1.4397</td>
</tr>
<tr>
<td>08</td>
<td>0.25,0.50</td>
<td>0.6357</td>
</tr>
<tr>
<td></td>
<td>1.00,1.00</td>
<td>0.9091</td>
</tr>
<tr>
<td></td>
<td>2.00,1.40</td>
<td>1.1158</td>
</tr>
<tr>
<td></td>
<td>4.00,2.00</td>
<td>1.4451</td>
</tr>
<tr>
<td>12</td>
<td>0.25,0.50</td>
<td>0.8295</td>
</tr>
<tr>
<td></td>
<td>1.00,1.00</td>
<td>1.2148</td>
</tr>
<tr>
<td></td>
<td>2.00,1.40</td>
<td>1.5169</td>
</tr>
<tr>
<td></td>
<td>4.00,2.00</td>
<td>1.9809</td>
</tr>
<tr>
<td>15</td>
<td>0.25,0.50</td>
<td>0.8651</td>
</tr>
<tr>
<td></td>
<td>1.00,1.00</td>
<td>1.2556</td>
</tr>
<tr>
<td></td>
<td>2.00,1.40</td>
<td>1.5451</td>
</tr>
<tr>
<td></td>
<td>4.00,2.00</td>
<td>2.0088</td>
</tr>
</tbody>
</table>
Table 2. Bayes Prediction Length of Intervals under Two-Sample Technique (Smallest future Observation)

<table>
<thead>
<tr>
<th></th>
<th>n = 15</th>
<th>One-Sided</th>
<th>Central Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(α, β)</td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>r → τ</td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td>0.25,0.50</td>
<td>0.5066</td>
<td>0.3751</td>
<td>0.3500</td>
</tr>
<tr>
<td>1.00,1.00</td>
<td>0.7503</td>
<td>0.5522</td>
<td>0.5138</td>
</tr>
<tr>
<td>2.00,1.40</td>
<td>0.9315</td>
<td>0.6870</td>
<td>0.6389</td>
</tr>
<tr>
<td>4.00,2.00</td>
<td>1.2161</td>
<td>0.8983</td>
<td>0.8332</td>
</tr>
</tbody>
</table>

Table 3. Bayes Prediction Length of Intervals under Two-Sample Technique (Largest future Observation)

<table>
<thead>
<tr>
<th></th>
<th>n = 15</th>
<th>One-Sided</th>
<th>Central Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(α, β)</td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>r → τ</td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td>0.25,0.50</td>
<td>0.5402</td>
<td>0.3995</td>
<td>0.3710</td>
</tr>
<tr>
<td>1.00,1.00</td>
<td>0.7503</td>
<td>0.5718</td>
<td>0.5308</td>
</tr>
<tr>
<td>2.00,1.40</td>
<td>0.9511</td>
<td>0.7031</td>
<td>0.6514</td>
</tr>
<tr>
<td>4.00,2.00</td>
<td>1.2320</td>
<td>0.9101</td>
<td>0.8432</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>n = 15</th>
<th>One-Sided</th>
<th>Central Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(α, β)</td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>r → τ</td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td>0.25,0.50</td>
<td>0.7227</td>
<td>0.5339</td>
<td>0.4958</td>
</tr>
<tr>
<td>1.00,1.00</td>
<td>0.7923</td>
<td>0.7320</td>
<td>0.6796</td>
</tr>
<tr>
<td>2.00,1.40</td>
<td>1.2161</td>
<td>0.8983</td>
<td>0.8332</td>
</tr>
<tr>
<td>4.00,2.00</td>
<td>1.2320</td>
<td>0.9101</td>
<td>0.8432</td>
</tr>
</tbody>
</table>
Table 4. Highest Posterior Density (HPD) Limits

<table>
<thead>
<tr>
<th>( n = 15 )</th>
<th>( H_1 )</th>
<th>( H_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r = 0.25,0.50 )</td>
<td>1.2063</td>
<td>1.1903</td>
</tr>
<tr>
<td>( 1.00,1.00 )</td>
<td>1.1940</td>
<td>1.1781</td>
</tr>
<tr>
<td>( 2.00,1.40 )</td>
<td>1.1831</td>
<td>1.1674</td>
</tr>
<tr>
<td>( 4.00,2.00 )</td>
<td>1.1341</td>
<td>1.1191</td>
</tr>
</tbody>
</table>

| \( r = 0.25,0.50 \) | 1.0901 | 1.0756 | 1.0614 | 2.2129 | 2.1416 | 2.0727 |
| \( 1.00,1.00 \) | 1.0847 | 1.0703 | 1.0561 | 2.1327 | 2.0640 | 1.9974 |
| \( 2.00,1.40 \) | 1.0291 | 1.0154 | 1.0020 | 2.0019 | 1.9374 | 1.8750 |
| \( 4.00,2.00 \) | 1.0936 | 1.0793 | 1.0649 | 1.9213 | 1.7517 | 1.6636 |

| \( r = 0.25,0.50 \) | 0.9904 | 0.9773 | 0.9643 | 1.7417 | 1.5967 | 1.5229 |
| \( 1.00,1.00 \) | 0.9935 | 0.9802 | 0.9672 | 1.7795 | 1.6313 | 1.5559 |
| \( 2.00,1.40 \) | 0.9464 | 0.9339 | 0.9215 | 1.7613 | 1.6420 | 1.5823 |
| \( 4.00,2.00 \) | 0.9328 | 0.9205 | 0.9083 | 1.7450 | 1.6284 | 1.5701 |

| \( r = 0.25,0.50 \) | 1.2063 | 1.1903 | 1.1746 | 2.3443 | 2.2688 | 2.1956 |
| \( 1.00,1.00 \) | 1.1940 | 1.1781 | 1.1624 | 2.2426 | 2.1704 | 2.1005 |
| \( 2.00,1.40 \) | 1.1831 | 1.1674 | 1.1518 | 2.1613 | 2.0917 | 2.0243 |
| \( 4.00,2.00 \) | 1.1341 | 1.1191 | 1.1042 | 2.0287 | 1.9635 | 1.9003 |

Table 5. Bayes Prediction Bound Lengths

<table>
<thead>
<tr>
<th></th>
<th>One - Sided</th>
<th>Central Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td>One Sample Plan</td>
<td>0.7596</td>
<td>0.682</td>
</tr>
<tr>
<td>Two Sample Plan</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smallest Observation</td>
<td>0.497</td>
<td>0.4904</td>
</tr>
<tr>
<td>Largest Observation</td>
<td>0.873</td>
<td>0.864</td>
</tr>
<tr>
<td>HPD Interval</td>
<td>( H_1 )</td>
<td>( H_2 )</td>
</tr>
<tr>
<td></td>
<td>0.8059</td>
<td>0.7988</td>
</tr>
</tbody>
</table>

8. Conclusion

In the present article we study about the prediction bound lengths of a repairable model under Bayesian approach. The Bayes prediction length of bounds and HPD intervals has been obtained under assumption that the repair failure rate increases monotonically as time parameter increases. An item-failure censored data used for the study. Both One-Sample and Two-Sample Bayes prediction criterion have used. Also the Bayes prediction lengths of bounds are obtained under one sided and central coverage criterion. A simulation study has been carried out for analyzing the procedures. Examples based on Real data set are discussed herewith. The lengths of bounds under the central coverage criterion are seen here robust. It is also observed that the central coverage Bayes prediction length of interval tends to be closer as compare to one - sided prediction length of interval.
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