Mammography image detection processing for automatic micro-calcification recognition
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Abstract

It is well known worldwide that mammography imaging proved to be the best non-invasive method for breast cancer diagnosis. However, it is required to have irradiation parameters set within protocols recommendations (minimal dose delivering). This work presents a whole investigation about mammography image formation by means of validated Monte Carlo simulations along with corresponding dedicated image analysis and processing. Particularly, four different image processing methods are considered, suitably introduced and investigated according to their capability for micro-calcification detection. The obtained results suggest the feasibility of all the proposed method. Furthermore, we characterize the reliability of each one and to infer the corresponding advantages/disadvantages.
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1. Introduction

Breast cancer is the most frequent cancer in women in the world. The main established strategies for breast cancer control are based on primary prevention along with early diagnosis. In this sense, breast imaging plays an outstanding role for the screening and diagnosis of symptomatic women. Therefore, it is desirable that imaging methods should achieve high sensitivity; see Peplow and Verghese (2000). During the last decades different X-ray imaging techniques showed a significant expansion in medical applications; see Sabel and Aichinger (1996), Dilmanian et al. (2000) and Lewin et al. (2002). Conventional and digital mammographies are nowadays the most used imaging techniques for breast examination (see Arvanitis and Speller, 2009; Ducote and Molloï, 2010) as well as early breast tumour detection. Mammography units may differ by X-ray beam characteristics, breast compressing plate system and X-ray detector; see Berns et al. (2006). Breast and micro-calcification ($\mu$Ca) composition material absorption properties show a strong dependence on X-ray spectrum. Furthermore, specific patient breast characteristics, lesion
shape and size as well as examination exposure may influence the final image quality; see Brandan and Ramírez (2006). Soft-tissue radiography techniques, like conventional or digital mammography, are still the most reliable methods for detecting breast lesions. In this sense, novel imaging methods as well as image processing techniques become continuously of great interests, due to their increasing suitability for breast cancer screening.

Radiation transport in medical imaging has been largely studied and different approaches are nowadays available for investigation in this field; see Peplow and Verghese (2000), Boone et al. (2000), Delis et al. (2007), Crotty et al. (2011) and Pacilio et al. (2011). Typical anatomical imaging techniques, like radiography, mammography and computed tomography consist mainly on a radiation source (usually conventional X-ray tubes) and an associated radiation detector, like X-ray radiographic films or more modern solid state detectors. The recorded sample/patient image can be further digitalized for appropriate image processing. In this sense, image processing constitutes a valuable tool for medical imaging.

This work presents automatic methods aimed to the evaluation of mammographic image quality based on dedicated image processing techniques and devoted to µCa detection. Automatic methods consist on finding suitable parameters to detect all the microcalcifications. In order to assess the feasibility of the proposed methods, the entire modeling system is applied to a wide range of clinical situations including different spectral characteristics, breast composition and thickness, µCa shape, size and composition. A suitable hybrid simulation code is applied to perform virtual mammographic images (see Tirao et al., 2010), which allows to introduce all the required arrangement parameters, according to typical mammographic facilities and patient tissues.

In order to allow optimal read and comprehension of this paper, its organization is as follows. Section 2 is dedicated to explain the methodology used along with general overview of different image analysis methods. Section 3 shows the obtained results and brief discussions about them. Finally, conclusions are presented in Section 4.

2. Methodology

In order to study automatic image processing methodologies aimed to µCas detection and quality assessment in breast imaging, several mammography images are simulated with different physical parameters and a set of image processing techniques dedicated to the µCa detection are implemented. The simulated images are performed by means of Monte Carlo techniques (see Tirao et al., 2010) based on the general purposes Monte Carlo main code PENELOPE; see Salvat et al. (2008). Due to its intrinsic pure stochastic characteristics, the Monte Carlo approach provides satisfactory description when performing simulations devoted to assess low enough (similar to experimental data or even negligible) statistical uncertainties. To this aim, careful preliminary investigations are performed allowing to established a suitable threshold value for the require primary showers. All presented mammographic images correspond to simulations that ensure statistic uncertainties lower than 2% for the standard deviation of relevant image parameter mean values. Once the required simulation parameters are established, all the simulations are performed on the quad-core desktop PC requiring around 30 hours per simulation.

Once simulated images are carried out, the next step consists on applying different image processing techniques, previously adapted to this aim. As mentioned, four different strategies are considered for mammography image analysis. Each one of them is preliminary studied and suitably incorporated to dedicated subroutines. Finally, the performances obtained from the application of the different image processing methods to the complete set of mammography images are carefully cross-compared in order to infer some general trends and trying to establish the suitability of each one of the image processing methods.
2.1 Simulated images

Typical mammography facility has been modelled by a dedicated and validated Monte Carlo subroutine performing absorption contrast images; see Tirao et al. (2010). This tool has been applied to investigate the dependence of image quality upon irradiation configurations according to different parameters: breast thickness and tissue composition, incident beam from a Mo anode (defined by accelerating voltage) characteristics, and compositions, shapes and sizes of $\mu$Ca. Selected parameters values are taken according to typical clinical situations. A total of 54 different setup combinations are studied, each one combining different parameter values, as shown in the Table 1. In order to investigate $\mu$Ca detection performance, a set of nine $\mu$Cas of different shapes and sizes are included within the breast for all samples, as sketched in Figure 1.
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Figure 1. Simulation setup geometry to mimic a typical mammography unit. Inset: detail containing spherical (1 to 4 with radii of 2 mm, 4 mm, 1 mm and 0.5 mm, respectively) and ellipsoidal (5 to 9, with a values of 2 mm, 4 mm, 1 mm and 0.5 mm, respectively) $\mu$Cas of different sizes. The ellipsoidal $\mu$Ca-6 and -7 have equal size, but different orientation.

Table 1. Different configurations considered in the simulated images.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incident beam</td>
<td>24 kV</td>
</tr>
<tr>
<td></td>
<td>34 kV</td>
</tr>
<tr>
<td></td>
<td>40 kV</td>
</tr>
<tr>
<td>Breast thickness</td>
<td>30 mm</td>
</tr>
<tr>
<td></td>
<td>50 mm</td>
</tr>
<tr>
<td></td>
<td>70 mm</td>
</tr>
<tr>
<td>Breast composition</td>
<td>100% gandular</td>
</tr>
<tr>
<td></td>
<td>50% gandular - 50% adipose</td>
</tr>
<tr>
<td>$\mu$Ca composition</td>
<td>calcium oxalate</td>
</tr>
<tr>
<td></td>
<td>calcium carbonate</td>
</tr>
</tbody>
</table>

2.2 Image processing: threshold segmentation method

An image may be defined as a two-dimensional function, $f(x, y)$, where $x$ and $y$ are spatial (plane) coordinates, and the amplitude of $f$ at any pair of coordinates $(x, y)$ is called intensity or gray level of the image at that point. In many applications of image processing, pixel values belonging to the object are substantially different from those in its background. The threshold segmentation method is an enhancement technique in the spatial domain and is widely used for object detection. It consists on applying a transformation $T$ on the intensity values of the image $f(x, y)$, resulting in a binary image $g(x, y) = T[f(x, y)]$. 
The transformation $T$ is given by Equation (1), assuming that the $\mu$Ca intensities are distinguishable and lower than the background intensity

$$
T = \begin{cases} 
0, & \text{if } f(x, y) < \alpha, \\
1, & \text{if } f(x, y) \geq \alpha,
\end{cases}
$$

(1)

where $\alpha$ is the threshold value. The $\alpha$ parameter would be suitably defined according to the actual situation. There are several methods, based on histogram techniques, to automatically evaluate the threshold value $\alpha$, such as P-tile method (see Samopa and Asano, 2009), Gaussian mixture model (see Huang and Chau, 2008), entropy measurement (see Pal and Pal, 1989), fuzzy approaches (see Pal and Rosenfeld, 1988). In this paper, we evaluate the feasibility of finding a single threshold to detect all the micro-calcifications. For that, it is considered different thresholds with an initial value based on the average value of the image.

2.3 IMAGE PROCESSING: EDGES DETECTION

The implemented edge detection algorithm is based on the Canny (see Canny, 1986), which finds edges by looking for gradient local maxima within the original image. The gradient is calculated using the derivative of a Gaussian filter. The method incorporated two thresholds $T$ and $S$, devoted to detect strong and weak edges respectively, and includes the weak edges in the output only if they are connected to strong edges. An edge in an image may point in a variety of directions; therefore, Canny algorithm uses four filters to detect horizontal, vertical and diagonal edges in the blurred image. The Canny edge detection operator returns values for the first derivative in the horizontal direction ($G_x$) and the vertical direction ($G_y$). Edge gradient module $|\vec{G}|$ and direction $\theta$ can be determined as follows:

$$
|\vec{G}| = \sqrt{G_x^2 + G_y^2}, \quad \theta = \arctan\left(\frac{G_x}{G_y}\right).
$$

Finally, once estimations to the image gradients are already given, a search can be then carried out to determine if the gradient magnitude assumes a local maximum in the gradient direction; see Pajares and De la Cruz (2008). In view of the absorption contrast differences between breast tissue and $\mu$Ca, the application of the edge detection algorithm, based on the Canny method, may be suitable for automatic image features ($\mu$Ca) detection.

2.4 IMAGE PROCESSING: TEMPLATE MATCHING ROUTINE

The template matching routine is a processing technique developed to search in the image a user-defined template of a size much smaller than the image. The matching process moves the template image to all possible positions in a larger source image and computes a numerical index (Normalized Cross Correlation) that indicates how well the template matches the image in that position. The normalized cross correlation (NCC) is taken as a likelihood measurement between the images and defined as

$$
\text{NCC}(f, t) = \frac{\sum_{x,y} (f(x, y) - f_{\text{mean}})(t(x, y) - t_{\text{mean}})}{\sqrt{\sum_{x,y} (f(x, y) - f_{\text{mean}})^2(t(x, y) - t_{\text{mean}})^2}}.
$$

where $f$ represents the image, $t$ the template, $t_{\text{mean}}$ is the mean of the template and $f_{\text{mean}}$ is the mean of the image in the region under the template; see Lewis (1995).
This routine generates a resulting image whose pixel intensity represents the normalized cross correlation between the image and the template in the pixel position. Therefore, it is expected to obtain higher intensity values in correspondence to maximum likelihood (correlation) between the processed image and the template.

2.5 Image processing: AR-2D segmentation

This mathematical processing method is based on the suitable and original algorithm proposed by Ojeda et al. (2010), focused on segmentation and edge detection of texture images. This method consists on locally fitting a two-dimensional autoregressive model (AR-2D) to the image. That is, the original image is divided into small regions and an AR-2D model is fitted to each of these regions. A new image is generated, putting together all images generated by fitting the local AR-2D models to the original one. Then, the autoregressive residual image is computed. As a result, the original borders are highlighted and the areas with different textures are noticed.

The first step is to obtain a new image from the original, with mean zero, i.e.,

\[ g(x, y) = f(x, y) - \bar{f}, \]

where \( f(x, y) \) is the original image and \( \bar{f} \) is the mean value of image \( f(x, y) \). The next step consists establishing a moving window devoted to dividing the image \( g(x, y) \) into small regions and after that a suitable AR-2D model is fitted to each of these regions (sub-images). A new image is generated, putting together all sub-images generated by fitting the local AR-2D models to the \( g(x, y) \)

\[ \hat{g}(x, y) = \hat{\phi}_1 g(x - 1, y) + \hat{\phi}_2 g(x, y - 1), \]

where \( \hat{\phi}_1 \) and \( \hat{\phi}_2 \) are the least square estimators of \( \phi_1 \) and \( \phi_2 \), respectively. \( \hat{\phi}_1 \) and \( \hat{\phi}_2 \) are the parameters of the AR-2D model, based on the fact that it is possible to represent any image as

\[ X(x, y) = \phi_1 X(x - 1, y) + \phi_2 X(x, y - 1) + \epsilon(x, y), \]

where \( \epsilon(x, y) \) is a sequence of iid random variables with \( \text{Var}(\epsilon(x, y)) = \sigma^2 \); see Bustos et al. (2009). Then, the approximated image \( \hat{f}(x, y) \) of the original image \( f(x, y) \) is given by

\[ \hat{f}(x, y) = \hat{g}(x, y) + \bar{f}, \]

where \( \hat{g}(x, y) \) is the approximated image of \( g(x, y) \). Finally, the autoregressive residual image \( r(x, y) \) is computed as \( r(x, y) = f(x, y) - \hat{f}(x, y) \). As a result, edges within the original image are significantly highlighted and regions with different textures are noticed. One remarkable and valuable advantage of this algorithm arises from its simplicity, since it may be automatically applied.

3. Results and Discussion

In order to evaluate the performance of the considered image processing technique according to their capability of \( \mu \text{Ca} \) detection, all the implemented method are applied on the whole set of simulated mammographic images. A qualitative quality assessment will be associated with the performance of each method.
3.1 Threshold segmentation method

Considering that the modelled breast samples have different absorption paths at each scanning position, due to the non uniform (ellipsoidal) shapes, it results that that the threshold segmentation method could not provide a satisfactory performance because of the strong limitations associated with non uniform background. Therefore, its suitability is strongly dependent on the image position, as indicated in Figure 2. As expected, it is found that the performance of this method showed significant dependence upon the threshold value and therefore requiring specific threshold values at each location of interest. Figure 2 shows that the segmentation method with the threshold A detect the 7 central \( \mu \text{Ca} \) but it fails detecting \( \mu \text{Ca} \) located far away from the breast central region (lower size \( \mu \text{Ca} \)), whereas for the threshold B, the method is able to detect \( \mu \text{Ca} \) located far away from breast central region. However, it is demonstrated that a significant loss of information at the central region arises as consequence of improving detection of remote \( \mu \text{Ca} \). Therefore, it seems that when considering this type of mammographic image it could not be possible to detect all the \( \mu \text{Ca} \) through a unique segmentation threshold value. However, it should be mentioned that this drawback may be overcome if a suitable background (BG) is first subtracted from the original image. This is accomplished approximating the BG by a function obtained from the smoothing of the original image considering intensity averages along the direction transversal direction (normal to the axis around which \( \mu \text{Cas} \) where positioned), as shown in Figure 2.
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According to the resulting configuration with almost uniform background, a unique threshold value is capable of detecting central as well as remote located \( \mu \text{Cas} \). Therefore, incorporating suitable modifications, this method showed to be able to detect all the 9 \( \mu \text{Cas} \). It should be mentioned that the performances of this method when applied to the different mammography images did not show significant dependence on simulation parameters. Therefore, it does not seem to constitute a suitable criterion for assessing image quality.
3.2 Edges detection

The implemented edge detection method required to assess suitable combination of the user-defined threshold values in order to achieve a good performance. As expected, lower values for the S threshold parameter (focused on weak edges detection) resulted in a best performance in detecting image details, but becoming also higher the possibility of computing ‘false positives’ due to the detection of noise as image detail. Therefore, it may be advisable to overcome this risk considering high T threshold values (dedicated to strong edges detection), as reported in Figure 3. On the other hand, greater S values it may be advisable to employ lower T in order to be able to detect μCa edges, as reported in Figure 3. Therefore, the best threshold values combination may differ from image to image, which may require a preliminary study devoted to attempt the optimal parameter selection. The performed preliminary study for the cases presented in this work found that the optimal combination corresponds to \( S = 0.1 \) and \( T = 0.1 \) as is shown in Figure 3. The final performance of this method based on studies corresponding to a large quantity of threshold values combination indicated that it is able to detect 8 of the total 9 μCas.

![Figure 3. Micro-calcification detection using edge detection method. From left to right: simulated mammographic image (configuration: 30 mm thick of 100% glandular breast tissue, and Mo-40 kV incident spectrum, calcium oxalate μCa composition); processing image with different combination of S and T threshold values.](image)

From the analysis of the obtained performance of this method, it can be demonstrated that it does not offer strong dependence on simulation parameters for the different mammography images. Therefore does not seem to be a suitable method for assessing image quality.

3.3 Template matching routine

The template matching routine is implemented by means of considering different binary templates. The selected pattern templates are defined using one circle of different sizes located at the center of an homogeneous background. Each template is used to search μCa within mammography sample images. The implemented technique consisted on generating maximum correlation at μCa locations if the pattern template matched the μCa size, as reported in Figure 4. Therefore, this routine has proved to be a valuable method for μCa detection, giving both information on the location and the size of the detail (μCa). Moreover, it is found that the proposed method is also capable of detecting μCa even when considering pattern templates and image details of different shapes. This features requires specific and dedicated attention, due to the fact that it may constitute valuable advantages but it may also provide false positives.
Figure 4. Micro-calcification detection using template matching routing with different template sizes. Left: pattern template. Right: corresponding central axis intensity profiles of Normalized Cross Correlation images.

Unlike previous methods, it is observed that the correlation value reflected a strong dependency on different simulation parameters, which suggest that this method may be suitable and useful for assessing somehow image quality description. Starting from predefined pattern template containing shapes similar to that of the $\mu$Ca of interest, it becomes straightforward to calculate the correlation between original image and pattern template at the corresponding location and therefore obtaining very interesting and promising results regarding detail detection. In fact, higher correlation is found in absolute accordance with images having a priori better quality. Figure 5 reports the correlation value of the central $\mu$Ca for a set of simulated image. It can be noticed that the obtained correlation values reflect the same tendency as the expected quality according to the different parameters of each mammographic images. In this sense, it may be concluded that the template matching routine has preliminary shown to be a valuable method for $\mu$Ca detection and mammographic image quality evaluation.

3.4 AR-2D segmentation

Finally, the Ojeda’s algorithm is tested; see Ojeda et al. (2010). The autoregressive residual images are computed for all the mammographic images. The implementation of Ojeda’s algorithm for the purposes of the present work is performed selecting the moving window size exactly as the original image size in order to enhance the deviations from the original textures, mainly located at the borders. According to the model, a small window size is associated to a large number of AR model fitted to the original image. This produces a better local approximation and hence the patterns in the fitted image are very well represented. Therefore, the residual autoregressive image will not highlight the original borders and boundaries because both images are too similar.

The obtained results indicated that edges of $\mu$Cas in the original image are satisfactory enhanced, which contributed to $\mu$Ca detection recognizing 6 of the 9 $\mu$Cas, as shown in Figure 6. The smaller details are not detected as a consequence of that the resulting information, is determined from the density of white and black pixels, and in a small region the provided information is scarce.
Besides, it is possible to noticed that there is a pre-defined direction in the mathematical processing, which it can be chosen according to convenience of particular situation. On the other hand, depending on the case, it could be possible to apply the AR-2D processing in many directions, with an extra mathematical treatment to join the results, in order to obtain a global information.

However, on the other hand, the obtained performance of this method did not present sensitivity enough for considering it as a suitable candidate for assessing image quality. Therefore, AR-2D segmentation method demonstrated to be a useful tool for microcalcification detection but it does not constitute a suitable method to image quality assessment.

Figure 5. Correlation value of the central micro-calcification for a set of simulated image.

Figure 6. AR-2D segmentation technique in simulated mammographic image (configuration: 30 mm thick of 100% glandular breast tissue, and Mo-40 kV incident spectrum, calcium oxalate μCa composition).
4. Conclusions

A suitable set of mammographic images has been successfully achieved using a validated simulation tools; see Tirao et al. (2010). This set of images considered wide ranges of variation for the breast imaging relevant parameters in order to include all typical clinical situations. Therefore, the obtained results from further image processing may constitute an acceptable representation of real situations. With the aim of assessing automatically evaluation the effects on mammography image due to the different irradiation parameters, it has been proposed to consider suitable implementation of different mechanisms for image processing. In this sense, different mammography image processing techniques have been proposed and investigated. Therefore, their reliability and suitability for automatic detail detection could be assessed as well as carefully studied. As a first approach, main interests are focused on $\mu$Cas detection and, when possible, image quality assessment. As preliminary demonstrated, the –background subtracted– threshold segmentation, the edge detection filter and the AR-2D segmentation methods have proved to be valuable tools for automatic micro-calcification detections, but they do not seem to be suitable for image quality assessment. On the other hand, the template matching routine has shown to be able for micro-calcification detection and furthermore it demonstrated to be a useful tool to image quality evaluation.
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